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Enabling Grant-Free URLLC for AoI Minimization
in RAN-Coordinated 5G Health Monitoring System

Beom-Su Kim, Byung Hyun Lim, Beomkyu Suh, Sangtae Ha, Ting He, Babar Shah and Ki-Il Kim*

Abstract—Age of information (AoI) is used to evaluate the
performance of 5G health monitoring systems because stale data
can be fatal for patients with serious illness. Recently, grant-free
ultra-reliable and low latency communications (URLLC) have
shown greater potential of minimizing AoI than conventional
grant-based approaches; however, existing grant-free schedulers
cannot provide guaranteed performance in 5G health monitoring
systems because they involve two fundamental problems in time
and frequency domains, namely the joint scheduling problem
and physical resource block (PRB) allocation. In this study, we
investigate two resource allocation problems for the first time,
aiming to enable grant-free URLLC to minimize AoI in 5G
health monitoring systems. Specifically, we propose two adaptive
solutions based on an open radio access network-coordinated
wireless system: 1) a joint scheduling algorithm and 2) an
adaptive PRB allocation algorithm. To verify the effectiveness of
the proposed solutions, we built a simulation environment similar
to a real health monitoring system and captured the performance
variations under realistic deployment scenarios.

Index Terms—age of information, low-power sensors, grant-
free URLLC, joint scheduling.

I. INTRODUCTION

F IFTH-generation (5G) wireless technology is expected to
support a wide range of emerging application services

in addition to cellular broadband services. One promising
usage scenario for 5G is ultra-reliable and low-latency com-
munication (URLLC). Various applications identified for 5G
URLLC require different service-level agreements (SLAs).
In particular, strict SLAs are expected in healthcare services
that are directly related to human life. The 5G public-private
partnership association specified that a delay of 30 ms or less
should be guaranteed for remote health monitoring services
[1]; however, the key performance indicator for health mon-
itoring services is the freshness of information because stale
data can prove to be fatal to a patient’s life or meaningless
owing to the arrival of newly sampled data. To address this
concern, a new concept called the age of information (AoI)
was conceived in a previous study [2]. AoI is a metric
indicating the freshness of information and is defined as the
elapsed time between the generation time of the data sampled
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at the source node and the present time from the perspective
of the destination.

The waiting time within the buffer is primarily responsible
for increasing the AoI of the sampled data; hence, the main
line of research in regards to AoI is the design of transmission
schedulers [3]–[19]. These commonly assume a single-hop
wireless system in which N source nodes collect data and
forward them to a base station (BS) over a shared wireless
channel. Considering the limited channel capacity, the time
is slotted and the BS attempts to find an optimal scheduling
policy that minimizes the long-term average or peak AoI of the
entire system. These schedulers satisfy AoI constraints with
a strong theoretical guarantee; however, it is rarely possible
to provide guaranteed performance in real-world scenarios
because they do not comply with the latest transmission
standards (i.e., 5G), nor do they account for time-varying
channel conditions.

5G-compliant AoI schedulers have been proposed to over-
come these limitations [20]–[24]. The main advantages of an
AoI scheduler that conforms to 5G communication standards
are twofold: 1) Unlike conventional AoI schedulers that use
fixed-size timeslots (i.e., 1 ms), AoI schedulers in a 5G-based
wireless system divide time into variable transmission time
intervals (TTIs); the duration of a slot varies depending on
numerology [25]. Adopting a sub-millisecond TTI allows the
scheduler to minimize the waiting time of the sampled data and
respond quickly to the time-varying channel conditions. 2) In
each slot, a large number of physical resource blocks (PRBs)
can be assigned to each source node for uplink transmission;
hence, 5G schedulers can achieve a lower AoI by assigning
PRBs to multiple source nodes in each slot.

As mentioned above, existing 5G schedulers can greatly
minimize the waiting time of sampled data via numerology
that fits best with URLLC service; however, they have two
fundamental problems that increase the AoI: 1) Real-world
applications are heterogeneous, and thus the sampling period,
data length, and priority are different among the source nodes.
To minimize the AoI, the 5G scheduler must allocate uplink
slots that match the sampling start time of each source node;
however, existing approaches simply assume a general wireless
system in which the sampled data are homogeneous and take
one slot for each transmission. 2) Source nodes (i.e., sensors)
periodically generate samples of information according to
their sampling rates; thus, frequent handshaking for scheduling
requests between the source node and BS increases the AoI.
Hence, the 5G scheduler should also reduce the control plane
latency caused by handshaking procedures. However, existing
5G schedulers assume grant-based uplink scheduling.
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Grant-free AoI schedulers were proposed [26]–[30] to ad-
dress the above issues. Existing grant-free schemes preconfig-
ure uplink slots that match the sampling start time of each
source node; thus, they can greatly reduce the waiting time of
sampled data and control plane latency caused by handshaking
procedures. In particular, in a health monitoring system where
source nodes periodically generate samples of information,
grant-free scheduling is important for reducing the waiting
time of sampled data. However, it cannot provide guaranteed
performance in 5G health monitoring systems because the
fundamental problems in the time and frequency domains
remain unsolved.

a) Joint scheduling problem: Owing to short-range wire-
less communications, data packets generated from body sen-
sors pass through the coordinator and BS in a 5G health mon-
itoring system (see Figure 1). To minimize AoI in such a two-
hop wireless system, the coordinator should allocate timeslots
(in the 2.4-GHz band) that match the traffic generation time of
each source node, and the grant-free scheduler should allocate
uplink slots as close as possible to the arrival time of each
packet at the coordinator. That is, both scheduling policies
should be jointly optimized to minimize the AoI for low-power
body sensors; however, this has never been explored in any
prior work.

b) PRB allocation problem: In the frequency domain, the
grant-free scheduler must allocate PRBs to each source node
after it arranges uplink slots in the time domain. However, PRB
allocation entails a complex decision-making problem owing
to the limited number of PRBs within a given bandwidth part
(BWP). To minimize the weighted sum of the AoI, existing
approaches [31]–[33] preferentially allocate PRBs based on
the priority of the source nodes; however, the average AoI may
increase owing to retransmissions when PRBs are assigned to
source nodes with poor channel quality. In addition, the long-
term average AoI may also increase owing to the starvation
of lower-priority nodes.

In this study, we investigate the above resource allocation
problems to enable grant-free URLLC for AoI minimization
in a 5G health monitoring system. Specifically, we propose
a joint scheduler based on an open radio access network (O-
RAN)-coordinated system [34] in which a RAN intelligent
controller (RIC) collects traffic information from all source
nodes and manages their transmission schedules. To minimize
the weighted sum of the long-term average AoI for all health
monitoring traffic in the time domain, the proposed scheduler
jointly configures the uplink scheduling policies of the co-
ordinator and BS via a heuristic approach. In the frequency
domain, the proposed scheduler transforms the PRB alloca-
tion problem into a multi-criteria decision-making (MCDM)
problem and then determines the order of PRB allocation.

The main contributions of this study are summarized as
follows:

• Design of relay framework: In a 5G health monitoring
system, source nodes are interconnected with the coor-
dinator (Figure 1); hence, the RIC should communicate
with the coordinator to obtain global knowledge of the
source nodes. To enable interaction between the coordina-
tor and RIC, we design a relay framework that runs on the

coordinator. Using the relay framework, the coordinator
forwards internal traffic information to the RIC and
receives the corresponding scheduling information.

• Joint scheduling algorithm: To minimize the AoI, the
proposed joint scheduler aims to assign uplink slots that
match the sampling start time of each source node in the
time domain via an offline scheduling algorithm in which
all required traffic information are available. However, the
AoI may increase if the coordinator does not allocate an
appropriate number of timeslots (in a 2.4-GHz band) to
each source node. In this paper, we address this as a
joint scheduling problem. However, the joint scheduling
problem is in the domain of combinatorial optimization,
which is NP-hard. To solve this problem, we first show
that the joint scheduling problem is NP-hard and then
find a near-optimal solution via a heuristic approach.

• Adaptive PRB allocation algorithm: After the proposed
scheduler arranges uplink slots, it must assign PRBs to
each source node in the frequency domain. However, PRB
allocation involves a complex decision-making problem
owing to the limited number of PRBs for each slot. To
address this problem, we propose a new metric based on
the MCDM method [35]. Using this metric, the proposed
scheduler can make a flexible decision according to
changes in the network conditions without significantly
changing the result of offline scheduling.

• Practical simulation: Unlike information-theoretic AoI
studies, which are based on numerical evaluations, this
study conducts practical simulations in real-world sce-
narios using NS-3. To build a realistic health monitoring
system, we added certain principles on the proposed
scheduling scheme based on the IEEE 802.15.6 and
5G communication standards. We built a simulation en-
vironment similar to a real health monitoring system
and captured the performance variations under various
network scenarios.

The remainder of this study is organized as follows. Section
II presents a review of the relevant literature. In Section III,
we describe the system model. In Section IV, we present the
problem statement and our approach. In Section V, we intro-
duce a relay framework that enables the practical deployment
of the proposed solution. Section VI describes the proposed
scheme. We present the experimental setup and results of a
performance evaluation conducted demonstrate the efficacy of
our approach in Section VII. Our conclusions are summarized
in Section VIII, along with some suggested avenues for further
research.

II. LITERATURE REVIEW

In the previous section, we discussed the motivation for
introducing grant-free AoI schedulers and their limitations;
however, existing AoI studies employing a single-hop wireless
model also have the same potential problem (i.e., the joint
scheduling problem) in a two-hop setting. To highlight the
motivation for this study, in this section, we describe some
existing optimization-oriented AoI schedulers and consider
some recent research.
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TABLE I: List of symbols

Gi(t) Data Generation time at source node i
Ai(t) AoI for source node i at time t

A Weighted sum of long-term average AoI
P Sampling period
L Data length
W Data Priority
d Deadline
C Scheduling space
qt Sampling time at time t
rt Reception time of data at time t
edelay Expected delay
equeue Queuing delay
eprop Propagation delay
etx Transmission delay
σ Standard deviation
V Timeslot allocation vector
Vmax Maximum number of timeslots
Q Priority queue
c Iteration counter
X Pairwise comparison matrix
X Normalized pairwise comparison matrix
v Eigen vector

Conventional AoI schedulers commonly assume a single-
hop wireless system in which a source node collects and
forwards data to the BS via a shared wireless channel.
Specifically, time is equally slotted and the BS determines a
scheduling policy that can minimize the AoI with a strong
theoretical guarantee. For example, several works [3], [4],
[20], [21], [26]–[30] have explored methods to minimize the
long-term average AoI of an entire system. Specifically, they
defined the average AoI over time t as an objective function
and then found an optimal scheduling policy through iterations
to minimize the objective. Their mechanism provides a lower
bound for the objective function, which is used as a benchmark
for developing an AoI scheduler. To minimize the AoI of
critical data, several other works [5]–[7], [23] have defined
the weighted sum of the long-term average AoI over time
t as an objective function. Other authors [8]–[11] have also
investigated a new metric called peak AoI, which provides
information about the maximum value of AoI. Meanwhile,
[12], [24] proposed a new metric called the age of incorrect
information to minimize the freshness of abnormal information
and provide useful data for monitoring. This metric extends the
traditional concept of updating new information to updating
informative data.

In contrast, the authors [13]–[18] proposed an AoI scheduler
that meets the hard deadlines of each source node. They
assumed that each source has an AoI requirement (i.e., a
deadline) and that data past the deadline is be dropped. In their
objective function, the deadline is used as an upper bound of
AoI. In other words, they aimed to design a feasible scheduler
that ensures an AoI less than the deadline for all source
nodes. The authors of [19] proposed an AoI scheduler that
allowed occasional violations of AoI deadlines. Their approach

Fig. 1: An illustration of a 5G-compliant health monitoring
system.

assumed an AoI threshold (i.e., a deadline) and a violation
tolerance rate for each source node. Their mechanism aimed
to find a scheduler that reduces the violation rate to less than
the tolerance rate for all source nodes.

Recently, a new line of research on AoI, which jointly
considers AoI minimization and other constraints has been
explored [36]–[38]. For example, the authors of [36] proposed
a polynomial-time algorithm designed to meet AoI constraints
with a strong theoretical guarantee regarding the required
bandwidth. Similarly, the approach presented in [37] aimed
to minimize the AoI while guaranteeing power and outage
constraints. In this scheme, the rate and powers are updated by
using the majorization-minimization principle and geometric
programming approximation. The joint scheduling problem
was investigated in [38] to optimize the peak AoI at the
network edge with directional chargers. Their mechanism
derived the theoretical bounds of the peak AoI with respect to
the charging latency.

III. SYSTEM MODEL

Figure 1 illustrates the envisioned RAN-coordinated 5G
health monitoring system. To support on-body communication
between the sensor node and coordinator, we constructed a
wireless body area network (WBAN) based on the IEEE
802.15.6 standard [39]. A WBAN comprises one coordina-
tor and a set of heterogeneous sensor nodes denoted by
S = {1, 2, ..., |S|}. The coordinator and sensor nodes are
interconnected via a one-hop star topology. The sensor nodes
are attached to different body parts, and the sampled data
are forwarded to the coordinator. In WBANs, the coordinator
is responsible for allocating radio resources (in the 2.4-GHz
band) to sensor nodes for uplink transmissions, as well as for
forwarding the received data to a BS. It must be noted that
the BS sends the received data packets to a monitoring server
via a 5G core; however, this is not covered in this study.

We jointly consider the uplink scheduling of a BS and
set of WBAN coordinators (i.e., WBAN users), denoted by
U = {1, 2, ..., |U |}. The BS allocates PRBs to each WBAN
coordinator for uplink transmission; however, it is controlled
by a near- real-time RIC (Near-RT RIC). As shown in Figure
1, the Near-RT RIC manages radio resources within the
distributed unit (DU) to ensure that the scheduler meets SLAs
for URLLC traffic via a slice-specific application (xApp). The
proposed joint scheduler (i.e., xApp) running on the near-
RT RIC extracts URLLC traffic from the centralized unit
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Fig. 2: IEEE 802.15.6-based superframe structure.

(CU) over the E2 interface and controls the RAN elements
and resources. In particular, the proposed scheduler manages
the uplink scheduling policies of the coordinator and BS
to minimize the AoI. A detailed description of the uplink
transmission model for each WBAN and 5G new radio (NR)
is provided in the following subsection.

A. IEEE 802.15.6-Based Uplink Transmission

This study follows the IEEE 802.15.6 standard, which is
a wireless standard for supporting on-body communication.
The coordinator adopts beacon mode with superframes as the
access mode. In the superframe, the coordinator can arrange
the random access phase (RAP) and managed access phase
(MAP). During RAP, all sensor nodes can obtain random
access channels. MAP is used to reserve uplink timeslots
for each source node; hence, we configure the superframe
structure, as shown in Figure 2. In MAP, time is equally
divided into timeslots of 1 ms each, and the coordinator can
allocate one or more consecutive timeslots to each sensor
node by considering the size of the sampled data and physical
layer (PHY) capabilities. It should be noted that the IEEE
802.15.6 standard limits the maximum superframe length to
255 ms [39], and thus the maximum scheduling cycle is fixed
at 255 ms. Upon receiving the beacon frame (i.e., scheduling
information is included in the beacon frame), each sensor node
sends the sampled data to the coordinator at the scheduled
uplink interval. Then, the coordinator forwards the data to the
BS.

B. Grant-Free Uplink Transmission

The 5G NR standard introduces the use of grant-free
scheduling to eliminate all delays caused by the handshaking
procedure in grant-based schemes. With grant-free scheduling,
the BS can reserve radio resources for a dedicated terminal
device. However, this approach is only suitable for periodic
traffic. In this regard, grant-free scheduling is adequate for
health monitoring traffic because the transmission period of
each WBAN can be planned by the Near-RT RIC. In this
study, grant-free scheduling was adopted; thus, the proposed
scheduler at the Near-RT RIC preconfigures uplink slots for
each WBAN. The internal information of each coordinator
(i.e., WBAN) required for grant-free scheduling is forwarded
to the proposed scheduler via the E2 interface.

IV. PROBLEM STATEMENT

AoI is defined as the elapsed time between the generation
time of the data sampled at source node i denoted by Gi(t)

Fig. 3: An illustration of joint scheduling.

and present time t from the perspective of the coordinator and
BS. Thus, the AoI for the source node i can be defined as:

Ai(t) = t−Gi(t). (1)

On the coordinator side, the time is equally divided into
slots of 1 ms each, whereas on the BS side, the time is
slotted depending on numerology. For clarity of terminology,
we separate the terms "timeslot" and "slot" as the units of
time used by the coordinator and BS, respectively. The value
of Ai(t) is incremented by n = 1, 2, 3, · · · if the timeslot
for source node i is not reserved by the coordinator at
time t = 0, 1, 2, · · · . Thus, Ai(t) at the coordinator can be
calculated as:

Ai(t+n) =

{
n, if timeslots (from t to t+ n) = i,

Ai(t) + n, otherwise.
(2)

In addition, if the data sampled at source node i are
not transmitted to the BS immediately after arriving at the
coordinator at time t, Ai(t) at the BS increases by one at time
(t+ n). Thus, Ai(t) at the BS can be calculated as:

Ai(t+ 1) =

{
Ai(t) + TTIi(t), if i ∈ slot (t),
Ai(t) + 1, otherwise,

(3)

where TTIi(t) denotes the duration of the slots or mini-
slots allocated to source node i in slot (t). The long-term
average of Ai(t) at the BS is defined as:

Ai = lim
T→∞

1

T

T∑
t=1

Ai(t). (4)

In WBANs, life-critical data should be prioritized over
general data; thus, we aim to minimize the weighted sum of
the long-term average AoI for all health monitoring traffic at
the BS. The weighted sum of the long-term average AoI for
all source nodes i ∈ S belonging to coordinator j ∈ U is
defined as:

A =

U∑
j=1

S∑
i=1

WjiAji, (5)

where Wji denotes the priority of source node i belonging
to coordinator j.

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2023.3273521

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Penn State University. Downloaded on May 06,2023 at 04:47:32 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5

A. Our Approach: Joint Scheduling

Each source node periodically generates samples of in-
formation according to the type of application implemented.
Owing to the heterogeneity of medical applications, source
nodes have different sampling periods, data lengths, and data
priorities. We denote the sampling period, data length, and
data priority for the source node i belonging to coordinator
j as Pji, Lji, and Wji, respectively. Units Pji and Lji are
timeslots, and Wji is a constant value ranging from 1 to 8
[39].

Given Pji, Lji, and Wji, we aim to jointly configure the
uplink scheduling policies of a BS and set of coordinators (this
is referred to as joint scheduling in this work) to minimize
A (Eq. 5). For example, as shown in Figure 3, each source
node (i.e., N1, N2, and N3) has its own sampling period and
data length (in units of timeslots). To match the sampling and
transmission times of each source node, the proposed sched-
uler arranges uplink timeslots in the superframe, considering
Pji, Lji, and Wji, and then assigns a slot or mini-slot as close
as possible to the scheduled timeslot of each source node.

B. NP-Hardness of Joint Scheduling

Minimizing A in a two-hop setting requires solving the
joint scheduling problem; however, it lies in the domain of
combinatorial optimization, which is NP-hard. This means that
we must search for the space of all possible combinations of
timeslot and slot placements to find a global optimum solution.
Moreover, the search space increases exponentially with the
number of source nodes and coordinators. Hence, determining
an optimal solution in polynomial time is extremely challeng-
ing.

Theorem 1. The joint scheduling problem is NP-hard.

Proof. We are given a scheduling cycle C and n tasks
< P1, L1,W1 >, ..., < Pn, Ln,Wn > for each group j, where
each task is determined by a period Pi ≤ C, length Li ≤ Pi,
and priority Wi. Task i generates a job (i.e., a sample) of length
Li at each Pi (starting at time 0), which must be scheduled (by
the coordinator) before the next job is generated, denoted by
Ai(t) < di, where di is the deadline of task i. Subsequently,
the scheduled job is scheduled once more (by the BS) before
the next job is released, denoted by Ai(t) ≤ di. To prove
that the joint scheduling problem is NP-hard, we show that it
can be reconstructed as a knapsack problem. Let us consider
a knapsack problem with N items and a knapsack capacity
B. Subsequently, we set S = N and C = B. The value and
weight of item i can be converted into Wi and Li of a job
from task i, respectively. The scheduling problem can then be
reconfigured to minimize A =

∑S
i=1 WiAi by arranging n

jobs in C.

C. Proposed Solution: Heuristic-Oriented Scheduling

To address the joint scheduling problem, the proposed
scheduling scheme aims to find an appropriate solution in
polynomial time, such as earliest deadline first [40] or rate-
monotonic [41] scheduling. Thus, this approach is completely
different from previous techniques that satisfy AoI constraints

Fig. 4: An example of heterogeneous sampling periods of
source nodes.

with a strong theoretical guarantee [x-x]. In other words,
instead of proving that the proposed scheme is optimal, we
simply demonstrate that it produces "good" performance in
terms of A through the results of extensive simulations.
Specifically, we split the joint scheduling problem into two
sub-problems: 1) a timeslot allocation problem between the
source and coordinator and 2) a grant-free slot allocation
problem between the coordinator and BS. We then find a
suboptimal solution using a heuristic algorithm.

V. DESIGN OF RELAY FRAMEWORK

In this section, we introduce a relay framework that supports
the exchange of messages between a user device (i.e., coordi-
nator) and xApp (i.e., joint scheduler). The relay framework
operates in addition to the coordinator and bridges the IEEE
802.15.6 and 5G NR protocol stacks (see Figure 1). The main
role of the relay framework is two-fold: 1) traffic feature
extraction and 2) task offloading. A detailed description of
these processes is provided in the following subsection.

A. Traffic Feature Extraction

To enable offline scheduling, the coordinator extracts hetero-
geneous traffic features of each source node. In this subsection,
we propose a specific method for extracting the traffic features
(i.e., Pi, Li, and Wi) for source node i at runtime.

In the IEEE 802.15.6 standard, the medium access control
(MAC) layer management entity (MLME) implements the
functions of the control plane responsible for resource man-
agement. The relay framework interacts with the MLME; that
is, the management functions are implemented by the MLME
but controlled by the relay framework. In particular, the relay
framework is responsible for associating with source nodes,
assigning resources, and broadcasting beacon frames.

The IEEE 802.15.6 standard specifies that the coordinator
should associate with source nodes to allocate scheduled
allocation intervals during an MAP. To request an association,
each source node sends a connection request frame during the
RAP. The connection request frame includes the length of the
sampled data Li and priority Wi of the source node i. The
coordinator (i.e., the relay framework) then returns a connec-
tion assignment frame that includes scheduling information at
the downlink interval.

During the association phase, the relay framework extracts
the traffic features of each source node. When the initial asso-
ciation is established, the relay framework allocates dedicated
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Fig. 5: An illustration of timeslot and grant-free scheduling request/response between relay framework and xApp.

timeslots to the associated node (e.g., N1 in Figure 4) to
estimate the sampling period P via a connection assignment
frame. In this case, all uplink allocation intervals during the
MAP in the superframe are allocated to N1. As soon as the
N1 samples are collected, the sampled data can be sent to the
coordinator without any queuing delay because all timeslots
are dedicated to N1. Upon receiving data from N1, the relay
framework calculates the sampling time q at time t as follows:

qt = rt − edelay, (6)

where rt is the reception time of the data and edelay is the
expected delay in transmitting data, which is defined as:

edelay = equeue + eprop + etx, (7)

where equeue, eprop, and etx denote the queuing, prop-
agation, and transmission delays, respectively. Because all
timeslots are dedicated to N1 in the association phase, equeue
is negligible. The values of the above parameters are presented
in [42].

The relay framework can then estimate the sampling period
P at time t as follows:

Pt = qt − qt−1. (8)

When the sampling period pt of N1 reaches a steady state,
traffic estimation for N1 is completed. Here, a steady state
means that the value of pt does not change over time and is
determined as follows:

σ =

√∑
(P − P̄ )2

N
, (9)

where σ and N are the standard deviation and the number
of samples of P , respectively. Our previous study [42] showed
that at least ten samples were adequate to determine a steady
state. Finally, the relay framework determines that the samples
of P are in a steady state if σ is less than 0.5.

B. Task Offloading Request

As shown in Figure 5, the relay framework sends a task
offloading request (i.e., a grant-free scheduling request) to
xApp (i.e., a joint scheduler) in the form of an IP packet
over the physical uplink shared channel after extracting the
sampling periods for all source nodes in the association

phase. The grant-free scheduling request is a user-defined
message containing internal traffic information (i.e., Pi, Li,
and Wi for each source node i). Notably, the relay framework
preconfigures the IP address of the Near-RT RIC and port
number of xApp [34].

Upon receiving the grant-free scheduling request, the CU
forwards it to xApp running on the Near-RT RIC via the E2
interface protocol. E2 allows the Near-RT RIC to control the
functional operations of the E2 nodes (i.e., DUs and CUs).
In the E2 setup phase, a connection between xApp and the
E2 node is established via the stream control transmission
protocol. The Near-RT RIC collects both the control signals
and user-defined messages from the DU/CU periodically or
after a predefined trigger event.

The joint scheduler notifies the DU/CU of the timeslot
scheduling and grant-free scheduling policies. Each schedul-
ing policy is forwarded to the coordinator through different
channels. As shown in Figure 5, upon receiving the grant-free
scheduling policy, the DU forwards it to the 5G NR MAC
layer on the coordinator over a physical downlink control
channel. By contrast, the CU forwards the timeslot scheduling
information (i.e., scheduling response) to the relay framework
over a physical downlink shared channel.

VI. PROPOSED SCHEME

Recall that we aim to find a suboptimal solution using a
heuristic algorithm to solve the joint scheduling problem (i.e.,
an NP-hard problem). To address this problem, we split the
joint scheduling problem into two sub-problems: 1) a timeslot
allocation problem (between the source and coordinator) and
2) a grant-free slot allocation problem (between the coor-
dinator and BS). In this section, we describe the proposed
scheduling scheme.

A. Scheduling Principles

To build a realistic health monitoring system, we consider
the following principles on the proposed scheduling scheme
based on the IEEE 802.15.6 and 5G communication standards.
(i) According to the IEEE 802.15.6 standard, the length
of the superframe is limited to 255 ms; thus, we set the
timeslot scheduling cycle to 255 ms. The grant-free scheduling
cycle is also set to 255 ms. Both the scheduling cycles are
synchronized by the relay framework and Near-RT RIC. (ii)
From the time it receives the beacon frame, each source node
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Fig. 6: An example of timeslot scheduling for three tasks.

begins collecting samples according to its sampling period.
When a new beacon frame arrives, each source node discards
previously sampled data and collects new samples. (iii) To
guarantee the freshness of information, the data sampled from
source node i at time t are discarded unless scheduled until
the next sampling period (t + pi). Thus, the AoI deadlines
are determined based on the sampling periods. We set Pi as
the upper bound for Ai(t) denoted by di. Thus, the scheduler
should satisfy the condition Ai(t) < di. Otherwise, the data
packet is dropped. (iiii) Recall Ai(t) increases over time if the
data sampled at source node i are not transmitted to the BS
immediately after arriving at the coordinator at time t. For a
data packet from the source node i arriving at coordinator j
at time t, the scheduler should allocate a slot or mini-slot to
coordinator j within time n; t ≤ n ≤ (t+ di).

B. Timeslot Allocation

We transform the timeslot allocation problem into a task-
scheduling problem. Given Pi, Li, Wi for task i, we aim to
arrange periodic tasks sequentially by using different priorities
in the scheduling space.

To provide a differentiated quality-of-service (QoS) for
high-priority nodes, it is obvious that we should minimize
the waiting time of the higher-priority tasks over the lower-
priority tasks. To achieve this goal, we added the following
rules: 1) Higher-priority tasks are preferentially allocated in
the scheduling space; that is, a higher-priority task preempts
the timeslot of lower-priority tasks. 2) We allocate timeslots to
a lower-priority task one or more spaces later than the original
sampling period; however, the scheduled timeslot of task i is
canceled if it exceeds the deadline (see Principle (iii)).

The basic operation of the proposed timeslot scheduling
scheme is illustrated in Figure 6. The higher-priority task
(i.e., task 1) preferentially occupies timeslots according to the
task period. If the scheduled timeslots overlap (i.e., overflow),
the scheduler shifts the overlapped timeslots allocated to the
lower-priority task (i.e., task 2) by one until overflow no
longer occurs. However, if the scheduled timeslots exceed the
deadline, the scheduler cancels the allocation. Once all the
periodic tasks are arranged in the scheduling space, idling
periods can occur. To prevent the starvation of lower-priority
tasks, the scheduler allocates at least one timeslot during the
idling period.

Algorithm 1 implements the scheduling principle described
above. For each task i within task queue j (line 1), the

Algorithm 1 Joint Scheduling Algorithm

Initialization:
C ← 255 // scheduling space (ms)
Vj ← ∅ // timeslot allocation vector of coordinator j
Vmax ← maximum number of timeslots within C

Pi: periodicity of task i

Li: length of task i

Wi: priority of task i

Qj ←< Pi, Li,Wi > // priority queue of coordinator j

Function: Timeslot_Allocation ()
1: for each < Pi, Li,Wi > in Qj do
2: c← 0 // iteration counter
3: t← 0 // timeslot index
4: while t < Vmax do
5: di ← t+ Pi // deadline of task i

6: for k ← 0, k < Li & (t− k + Li) < di do
7: if V [t] = ∅ then
8: V [t]← i

9: k ← k + 1

10: else
11: V [t− 1]← ∅ // cancel the previous allocation
12: k ← 0

13: end if
14: t← t+ 1

15: /* If timeslot allocation is successful */
16: if k = Li then
17: call Slot_Allocation (j, t, d)
18: end if
19: end for
20: c← c+ 1

21: t← c ∗ Pi // go to the next period of task i

22: end while
23: end for

scheduler preferentially arranges periodic tasks with a higher
priority in the given scheduling space (lines 4-9). If an
overflow occurs, the scheduler cancels the allocation and shifts
the overlapped timeslots by one (lines 10-14). It must be noted
that the deadline of task i exceeds the threshold (lines 5-6),
and the scheduler cancels the allocation for the current period
and moves to the next period of task i (lines 20-21). If the
allocation for the source node i is successful, the scheduler
allocates grant-free slot allocation (lines 15-18).

C. Grant-Free Slot Allocation

If the timeslot allocation for task i succeeds, the scheduler
arranges slots for a grant-free uplink transmission. Notably,
the scheduler should assign a slot or mini-slot as close as
possible to the scheduled timeslots of task i to minimize the
waiting time of the sampled data at the coordinator. To achieve
this goal, the scheduler places a slot or mini-slot according to
numerology at the next index of the scheduled timeslot for
task i (see Figure 3).

Algorithm 2 implements the scheduling principle described
above. The reserved slot information is stored in a two-
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Fig. 7: An example of adaptive PRB allocation.

dimensional array in the time and frequency domains. In the
time domain, the scheduler starts assigning slots from the
index, following the scheduled timeslot of task i (line 2). The
frequency domain is divided into n resource block groups
(RBGs) based on the size of the BWP. RBG is a resource-
allocation unit in the frequency domain. If there is an available
RBG in slot t, the scheduler allocates an RBG to coordinator
j connected to the source node i (lines 4-7).

If there are no available RBGs in slot t, the scheduler
decides whether the above operation should be repeated in slot
t + 1 or task i should preempt the RBG previously assigned
to a task in slot t. To make a flexible decision, the scheduler
calculates a new metric using multiple decision parameters that
affect the AoI (line 1). This metric is calculated based on the
MCDM method, and tasks with larger metric values preempt
the RBG (lines 8-13). Figure 7 shows the decision-making
process for PRB allocation, which is described in detail in the
following section.

D. Adaptive PRB Allocation

As described above, PRB allocation in the frequency do-
main involves a complex decision-making problem owing to
the limited number of RBGs for each slot. To minimize the
AoI, the scheduler makes a flexible decision by considering
the following decision parameters:

• QoS class indicator (QCI): To minimize A, the sched-
uler must minimize the waiting time of the higher-
priority nodes over the lower-priority nodes. For this,
we introduce QCI, which can be defined as the average
priority of source nodes belonging to the coordinator.

• Starvation index (SI): A may increase over time owing
to starvation of the lower-priority nodes; thus, we define
a new metric called SI, which is incremented by one if a
task belonging to coordinator j is not assigned an RBG
in the current scheduling cycle.

• Channel quality indicator (CQI): If an RBG is assigned
to the coordinator with poor channel quality, A can
significantly increase owing to retransmissions; thus, we
use CQI, which is determined when the RIC receives data
from the coordinator.

Technically, it is difficult to integrate all the parameters in
the decision-making process because they are not related to
each other; hence, we require a logical approach to accom-
modate the decision parameters. In this study, we use an an-
alytic hierarchy process (AHP) [43] to define the relationship

Algorithm 2 Uplink Slot Allocation

Initialization:
C ← 255 // scheduling space (ms)
Tmax ← maximum number of slots within C

Bmax ← maximum number of RBGs within BWP
TTI ← initialized by numerology
B[Tmax]← ∅ // array of PRB allocation vector
QCIj : QoS class indicator for coordinator j
SIj : starvation index of coordinator j
CQIj : channel quality indicator for coordinator j

Function: Slot_Allocation (j, t, d)
1: r ←MCDM(QCIj , CQIj , SIj)

2: for f ← false, t ! = true & t < d do
3: for i← 0, i < Bmax do
4: if B[t][i] is empty then
5: B[t][i]←< j, d, r >

6: f ← true
7: break
8: else if B[t][i].r < r then
9: call Slot_Allocation (B[t][i].j, t+TTI , B[t][i].d)

10: B[t][i]←< j, d, r >

11: f ← true
12: break
13: end if
14: end for
15: t← t+ TTI // go to the next TTI
16: end for
17: /* If PRB allocation is successful */
18: if f = true then
19: SIj ← 0 // reset the starvation index
20: else
21: SIj ← SIj + 1

22: end if

between the decision parameters. The AHP requires pairwise
comparisons to determine the relative importance of the de-
cision criteria. The results of the pairwise comparisons are
represented as a square matrix. For example, Xij represents
the relative importance of the factors i to j.

Xij =

QCI SI CQI( )QCI 1 1/2 1/3
SI 2 1 1/3
CQI 3 3 1

(10)

In AHP, the decision-maker should determine the scales of
relative importance by considering the network environment.
After defining the pairwise comparison matrix, we calculated
the normalized eigen vector of matrix Xij . For this purpose,
the pairwise comparison matrix was normalized as follows:

Xij =
Xij∑n
i=1 Xij

(11)

After normalizing the pairwise comparison matrix, the eigen
vector of the factor i was computed as follows:
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vi =

∑n
j=1 Xij

n
(12)

where vi is the relative priority of i among the criteria.
Finally, we obtain:

vXij
=

Result( )
0.160
0.251
0.589

(13)

CQI has the highest priority among the decision criteria,
whereas QCI has the lowest priority. After calculating the
weight of each criterion, they are combined using a weighted
sum equation. To this end, we use the simple additive weight-
ing (SAW) method [44] to obtain the weighted sum of the per-
formance ratings for each alternative. In the SAW method, the
decision-maker must evaluate whether each criterion should
be maximized or minimized to achieve a high rating. In this
study, QCI , SI , and CQI are normalized as follows:

nij =
Xij

Max(Xij)
(14)

where nij represents the normalized value related to crite-
rion X corresponding to row i and column j and Max(Xij)
denotes the maximum value of Xij . We then calculated the
weighted normalization value as:

Vij = nij ∗ vi (15)

where Vij , nij , and vi represent the weighted normalization
value, normalized value corresponding to row i, column j, and
relative weight of criterion i, respectively. Based on Vij , the
proposed PRB allocation scheme determines the order of PRB
assignments for each task.

E. Time Complexity

The timeslot allocation algorithm is repeated as many times
as the total number of tasks i belonging to the task queue j.
For each task i, there are di iterations for every Pi within
the scheduling space C. Thus, the time complexity can be
expressed as O((|n||C||d|)2). However, as d and C ≤ 255 (see
Principles (i) and (iii)), we treat them as constants; thus, we
have O((|n||1||1|)2) = O(n2). Similarly, the slot-allocation
algorithm is repeated as many times as the number of RBGs
for each TTI. However, the numbers of RBGs and TTIs vary
depending on numerology; therefore, the time complexity can
be expressed as O(n2).

VII. PERFORMANCE EVALUATION

To verify the performance of the proposed solution, we
performed comprehensive simulations using ns-O-RAN [45]
designed as a pluggable module for ns-3. In this section,
the implementation strategies and parameter settings for the
simulations are briefly described. Next, we present simulation
results and analysis.

Fig. 8: Illustration of ns-O-RAN architecture.

TABLE II: Node specifications

Type Application Priority Sampling rate
0 Temperature 1 < 10 Kbps
1 Blood pressure 2 < 10 Kbps
2 Insulin pump 3 < 10 Kbps
3 SPO2 4 < 10 Kbps
4 Glucose 5 < 10 Kbps
5 EEG 6 10 Kbps
6 EMG 7 15 Kbps
7 ECG 8 20 Kbps

TABLE III: Simulation parameters for WBAN

Parameter Value
Frequency band 868 MHz
Modulation ASK
Data rate 250 Kbps
Access mode Beacon with superframes
Beacon period 255 ms
Number of source nodes 8
Number of coordinators 100

A. Implementation

The ns-O-RAN simulation platform extends the ns-3 5G
mmWave module by adding E2 implementation. As shown in
Figure 8, the proposed control framework (i.e., xApp) runs on
a separate terminal and interacts with the E2 nodes on ns-3 via
E2 termination. We embedded the proposed method into ns-
O-RAN by simply using E2 termination without additional
development effort. The control framework running on the
near-RT RIC collects user data from the E2 node (i.e., CU) and
controls the function (PRB allocation) of the DU over the E2
interface. Further details are provided in [45]. In this simulator,
we implemented the proposed scheme by integrating the 5G
NR modules with WBAN modules based on IEEE 802.15.6
developed in our previous study [46].

B. Simulation Parameters

Each coordinator randomly places eight types of medical
sensors. The specifications for each source node are listed in
Table II. The coordinator and source nodes are interconnected
based on the IEEE 802.15.6 standard. The coordinators are
randomly deployed in a 1000 m × 1000 m network field and
interact with xApp (i.e., a joint scheduler) to report internal
traffic information and receive scheduling policies. We ran
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TABLE IV: Simulation parameters for 5G NR

Parameter Value
Frequency band 30 GHz
Duplexing mode FDD
BWP size for uplink URLLC 10 MHz
Numerology 0
Subcarrier spacing 15 KHz
TTI 1 ms
Access mode Configured grant
Scheduling interval 1 s

the simulation for 3600 s and then derived A. The network
parameters that affect A are set as X-axis variables in the
simulation graph. The default values of X-axis parameters are
listed in Tables III and IV. The simulation was conducted 100
times with a 95% confidence interval.

C. Simulation Objective

We compared the proposed scheme with two recent 5G-
compliant AoI schedulers: 1) a grant-based AoI scheduler [22]
and 2) a grant-free AoI scheduler [28]. The purpose of this
simulation is two-fold: 1) We determine whether the joint
scheduling algorithm can efficiently reduce the waiting time
of the sampled data in two-hop settings. 2) We determine
whether the PRB allocation algorithm can adaptively adjust the
joint scheduling policy according to changes in the network
conditions.

To this end, we set up two types of network scenarios. Sce-
nario A assumes an indoor environment with no coordinator
movement, and the channel conditions are the same for each
TTI. In this scenario, we set the relative importance of the
pairwise comparison matrix XA as follows:

XA =

QCI SI CQI( )
QCI 1 3 5
SI 1/3 1 2
CQI 1/5 1/2 1

(16)

By contrast, Scenario B assumes an outdoor environment
where the coordinators constantly move, and the channel
conditions differ for each TTI. In this scenario, we set the
importance of CQI to be the highest in the pairwise compar-
ison matrix XB , which is depicted as follows:

XB =

QCI SI CQI( )QCI 1 3 1/3
SI 1/3 1 1/5
CQI 3 5 1

(17)

D. Simulation Results

1) Performance Comparison Varying Network Scenarios:
In this subsection, we present the analysis of the performance
differences between comparable schedulers in Scenarios A and
B. As shown in Figures 9, 10, 11, and 12, the performance
of the grant-free scheduler is better than that of the grant-
based scheduler in both scenarios. This is because the control

(a) A under Scenario A. (b) A under Scenario B.

Fig. 9: Weighted sum of average AoI: impact of varying
number of coordinators.

(a) A under Scenario A. (b) A under Scenario B.

Fig. 10: Weighted sum of average AoI: impact of varying
numerology.

(a) A under Scenario A. (b) A under Scenario B.

Fig. 11: Weighted sum of average AoI: impact of varying BWP
size.

(a) A under Scenario A. (b) A under Scenario B.

Fig. 12: Weighted sum of average AoI: impact of varying
update interval.

plane latency is reduced and the waiting time of the sample
data is minimized upon reserving uplink resources in advance
according to the data generation time.

In particular, it can be confirmed that the performance of
the grant-free schedulers employing offline scheduling is su-
perior in Scenario A where channel conditions rarely change.
Specifically, the proposed scheme shows the best performance
among the comparable schedulers. This is because the waiting
time of the sampled data is significantly minimized upon
reserving uplink PRBs based on the timing at which the
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(a) Bandwidth utilization ratio un-
der Scenario A.

(b) Bandwidth utilization ratio un-
der Scenario B.

Fig. 13: Average bandwidth utilization ratio: impact of varying
number of coordinators.

(a) Power consumption ratio un-
der Scenario A.

(b) Power consumption ratio un-
der Scenario B.

Fig. 14: Average power consumption ratio: impact of varying
number of coordinators.

sampled data arrive at the coordinator in the two-hop wireless
system. Additionally, the proposed PRB allocation scheme
preferentially allocates uplink PRBs to higher-priority nodes
by increasing the relative importance of QCI in the pairwise
comparison matrix (XA). It also automatically adjusts the
order of PRB assignments based on SI values over time to
avoid starvation of lower-priority nodes.

However, it can be seen that the performance difference is
not large in Scenario B where the channel conditions change
frequently. This is because grant-free scheduling makes it
difficult to change the results of offline scheduling at runtime.
Hence, there is an obvious limitation in that the scheduling
results cannot be adjusted in response to the time-varying
channel conditions. However, the proposed PRB allocation
scheme can minimize the weighted average AoI by providing
a flexible trade-off between the decision factors that affect
the AoI at runtime. Specifically, in Scenario B, the proposed
scheme can skip the PRB allocation for the source node with
poor link quality by increasing the relative importance of CQI
in the pairwise comparison matrix (XB). Consequently, the
proposed scheme exhibits the best performance by minimizing
the AoI, which increases owing to retransmission.

One common problem with existing AoI schedulers is that
they assume that each source node has the same sampling
period. This assumption significantly affects the average band-
width utilization ratio because timeslots can be allocated to
source nodes that do not have data to send in the buffer.
As shown in Figure 13 (a) and (b), the proposed scheme
showed the best performance because it allocates timeslots
based on the sampling period of each source. However, as the
number of nodes increased, the bandwidth utilization ratio of
the other schemes gradually increased because the number of
unnecessary timeslots allocated to each source decreased.

Figure 14 shows the impact of varying the number of
coordinators on the average power consumption ratio. As
shown in Figure 14 (a), the proposed method exhibited the
best performance among comparable schedulers because it
allocates timeslots based on the sampling interval of each
source, which reduces energy wastage due to idle listening. In
addition, the duty cycle of the source nodes sharing a single
channel gradually decreases as the number of coordinators
increases, thereby reducing the overall power consumption.
In Scenario B (see Figure 14 (b)), the proposed scheme also
showed the lowest power consumption ratio because it passes
the PRB allocation for a source node with poor link quality,
thereby reducing the probability of retransmission.

2) Performance Comparison Varying Decision Variables:
In this subsection, we capture the performance variations
of comparable schedulers according to the x-axis variables
that affect A. Figure 9 shows the variation in performance
as the number of coordinators increases. If the number of
coordinators increases in a situation where the number of
available PRBs is limited, 5G schedulers determine the priority
of PRB allocation in the frequency domain for each TTI. To
minimize the weighted average AoI, comparable schedulers
allocate uplink PRBs based on the priorities of the source
nodes. Consequently, the performance degradation owing to
starvation (Figure 9 (a)) and retransmission (Figure 9 (b))
is large. By contrast, the proposed scheme shows the best
performance because it adaptively adjusts the order of PRB
assignments based on the pairwise comparison matrix.

As the value of numerology increases, the TTI decreases.
Thus, comparable schedulers can minimize the waiting time
of the sampled data (Figure 10). However, the PRB size also
increases as TTI decreases; that is, the number of available
PRBs per TTI decreases when the available BWP size is
small. As a result, even if the TTI decreases, grant-free
scheduling that requires preconfiguration of uplink PRBs has
difficulty obtaining significant benefits. In this regard, it can
be confirmed that the performance of grant-free schedulers
improves as the BWP size increases (Figure 11) because the
number of available PRBs increases for each TTI. As shown
in Figure 12, it can be confirmed that the performance of the
proposed scheme gradually improves as the update period of
the scheduling policy becomes shorter. This is because the
proposed scheme adaptively changes the resource allocation
policy in the time and frequency domains in response to
changes in the network conditions within a short period via a
heuristic algorithm. By contrast, comparable schedulers offer
no significant benefits even if the update interval becomes
shorter.

VIII. CONCLUSION AND FUTURE WORK

In this study, we have developed a grant-free URLLC to
minimize the AoI of low-power sensor devices. To enable
grant-free URLLC in two-hop system models such as 5G
health monitoring systems, we have proposed two adaptive
solutions, including joint scheduling and adaptive PRB allo-
cation based on the O-RAN architecture. The results of an
experimental simulation demonstrate that the joint scheduling
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scheme can efficiently minimize the waiting time of the sam-
pled data and that the PRB allocation scheme can adaptively
adjust the results of joint scheduling according to changes
in network conditions. However, the joint scheduling scheme
requires strict time synchronization between the coordinator
and BS. In a future study, we plan to develop a synchronization
algorithm to minimize timing errors. We also plan to develop
an AoI scheduler that jointly considers AoI minimization and
other constraints, such as required bandwidth and latency.
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